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The Data Science Steering Committee (DSSC)

Bioinformatics

Oversees data science activities:
* Bioinformatics and computational biology
» Biostatistics
» Scientific information technology (SIT)

Organize trainings, facilitate
interaction and knowledge sharing
« Composed of three working groups within the Agency, between

collaborative partners, and the
wider cancer research community

A
il

 Promotes open-science:

* FAIR principles for open data
* open-source code sharing
* reproducible research

« Stimulates best practices for data
management, security and safety

Provide shared IT resources to
support the scientific activities




» Activities of the IARC Bioinformatics WG

« ~ 20 active members spread across IARC scientific branches

« Overarching objective: facilitate interaction and knowledge sharing:
« Organize regular internal seminar series
« Organize training courses
e Informal community discussions:
« new methodologies,
« promote the use of best-practice tools,
« common technical aspects,
 IT needs



Activities of the IARC Statistical WG

 ~ 20 active members spread across IARC scientific oo \pepiocrst  LEEER
b ra nCheS . MELBOURNE i & MERE o

Mediation analysis with multiple mediators:

« Overarching objective: a target trial approach

To familiarize IARC colleagues with standard and
advanced statistical tools

Margarita Moreno-Betancur

— i Next generation pan-cancer blood
* Ad h ocC teChnlcaI su pport Novel statistical analysis approaches for the analysis of proteome profiling using proximity
° Training courses metabolomics data extension assay
° Resea rch Seminars (~ eve ry é WeekS) IARC Statistics Working Group seminar

Jan Krumsiek

« causal inference
« analysis of metabolomics or

proteomics data PDA:
. Privacy-preserving Distributed Algorithms and Statistical
¢ federated |ea mlﬂg Inference in the Era of Networked Real-World Data
Yong Chen, Ph.D., Professor of Biostatistics '?
University of Pennsylvania
IlennC".

i i ACompuuru + Inference « Learning
Seminar at International Agency for Research on Cancer lab at Universicy of Pe el

Feb. 28, 2023 https://penncil.med.upenn.edu/



Activities of the IARC IT Working Group

3 actives members:
ITS infrastructure manager, Scientist and IARC Data Protection Officer

Overarching objective: Provision IT resources to support IARC scientific activities

* Incollaboration with other DSSC WGs and scientific teams identify evolving IT needs

. Define, propose, and provision IT solutions enabling scientific projects.

. Ensure IT resources (hardware and software) are fit to purpose and benefit the maximum of IARC scientific activities.
 Oversee IT projects progress and Monitor IT ressources activities.

. Weekly meeting for the Scientific IT platform projects.

*  Oversee activities and provision IT resources accordingly.
* Provide guidance and support to use existing resources



Collaboration across data science WG

* Knowledge sharing

* Increasingly complex data, e.g., (cross-)omics data

« Synergism to be sought in the IARC statistics and bioinformatics communities

» Organization of joint seminars and training covering bioinformatics and statistics aspects:
» Statistics and programming with R
* Introduction to multiple imputation for missing data
* FAIR data principles in practice
« Data visualization with R Shiny
* With support from the Human Resources Office/IARC learning team

e SIT platform

« Bottom-up approach to identify needs
« Development of resources (e.g., training, tutorials)



» Scientific IT Platform ”[”um Scientific IT

Provide access to shared centralized IT
resources for data storage and analysis

and enhances: Start of the Scientific IT Move to NC
Scientific IT portal launch

« Collaboration: projects folders can be project (GCSF)
shared with multiple users; ‘

|
. Remote work: using a web browser | A6 2021 2023

 Performance: access to powerful Phase 1

machines Provide all IARC personnel with a

« Cost effective: avoids buying powerful best-in-class Scientific IT platform

personal computers + User-friendly web portal

+ Foundations to allow access to

« Security: data stored in a secured external collaborators (legal
environment and doesn't need to leave administrative, technical)
IARC premises + Data Protection Policy, Data Use
Agreement

« Compliance: required by data owners to
store sensitive/personal data
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» Scientific IT Platform

Start of the Scientific IT Move to NC
Scientific IT portal launch
project (GCSF) ‘ Opening to externals
) | 2020 | 2021 Oz 2020 |
Phase 1 Phase 2

Provide all IARC personnel with a Roll out the Scientific IT platform
best-in-class Scientific IT platform to external collaborators

+ User-friendly web portal + Analysis tools adapted to data
+ Foundations to allow access to protection needs

external collaborators (legal + Generalize internal use
administrative, technical) + Develop management tool and
+ Data Protection Policy, Data Use  financial model

Agreement

Continuous capacity & performance increase following demand; equipment renewal




» Scientific IT Platform (EY Scientific IT
Key Activities Indicators

4447941

Hours

Total Data Stored

Projects

Projects 613TB +47%
Home 8TB +57%
Archives 530TB +82%

Projects from all Scientific
branches (active or
archived)

Users

Users of the Scientific
platform resources with
different profiles and needs
(storage, HPC, RStudio ...)

Compute Usage

Hours of CPU running
analysis.

226

Projects

%:2022-2023



Scientific IT Platform
Highlights
1st SEM 2022

Centralized Analysis
- SIT Portal New App (Mega, Fiji)

Storage
- Merge IARC Core IT and SIT Infrastructure for Backup.

Governance

- Creation of a working group composed of Legal, Scientific
and IT people for the External Collaboration Pilot.

- External Collaborator Pilot Start

Move
- Data Center Move to Nouveau Centre planification

O
\

O

M Scientific IT

1st SEM 2023

Storage
- Storage Renewal Project kick Off

Governance
- User Requirement Specifications delivered by “Do IT Now” IT
Consultants.

Move
- Data Center fully operational in Nouveau Centre

O N
S 7

®e—oO
Centralized Analysis
- Computational Resources Extension

Governance

“Do IT Now"” Consultant.

Move

2nd SEM 2022

- Availability of Data structure for Consortium
- Kickoff project to start User Requirement Specifications by

- Data Center effective Move to Nouveau Centre

Centralized Analysis
- Software Portfolio Extension Project Kick Off

Storage
- New Storage Architecture provisioning (Architecture design
& RFP & Purchase)

Governance
- Start of External Collaborator Pilot Phase 2
- Financial Model for SIT sustainability

2nd SEM 2023



Scientific IT Platform (L Scientific IT
Access to external collaborators pilot

A 1st phase allowing access to external collaborators started in April 2022,

* ledto the development of,
» Data Use Agreement Template,
 Administratives processes,
* Technical documentation

+ allowed the evaluation and the documentation of the SIT requirement such as,
» Back-office management Tools for contracts, external collaborators access, licences, projects, ..
* A sustainable financial model,

Those needs were also identified in the User Specification Requirement delivered by “Do IT Now” in 2022/2023.

A 2nd phase allowing access to a wider set of external collaborators started in June
2023 and will last while requirements are being addressed.



» Science made possible

« Large omics analyses: e.g. Mutographs, Rare Cancers Genomics projects etc.
« Data-hub: e.g. EPIC, LCS3, InterLymph..
 Emerging area: deep-learning and Al

nature genetics 8 nature communications a8

Article https://doi.org/10.1038/s41588-023-01321-1 Article https://doi.org/10.1038/541467-023-37979-8

Multiomic analysis of malignant pleural
mesotheliomaidentifies molecular axes
and specialized tumor profiles driving
intertumor heterogeneity

Mangiante et al. 2023

The blood proteome of imminent lung
cancer diagnosis

The Lung Cancer Cohort Consortium (LC3) 2023



Optimal transport for automatic alignment of
untargeted metabolomic data

Breeur el‘ a/' eLIfe’ (TO appear) . Stap 1: Input matabolomics datasets b Step 2: Computation of distance matrices
Dataset 1 Dataset 2 Dataset 1
HEE A
Manually pooling untargeted metabolomics e farms e o s gg
data acquired in different studies is ) B .08
challenging and cumbersome e il 53
We introduce GromovMatcher’ a flexible g Step 3: Estimate metabelite coupling malrix [T with Gramev-Wasserstain
algorithm that automatica”y Combines Dataset 1 Dataset 2 (reordarad) Estimated coupling T1
untargeted metabolomics datasets using SR, T E .
optimal transport : E&.‘ T o £
p p E E',’ : 5% E> g : .. 0.5 ;%
= 1 : :
. L b 0.0
GromovMatcher delivers superior alignment 3 : SFEEIEIEEIIIE
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existing approaches d Steu4:Relf-entiunﬁmetlriﬂestimatinn
1 recrdered by ATs Estimated drift | MAD outlier filtering 11 Final thresholded matching Af
. . . . . . E : - g i : u m
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Retention bmes dataset 2
Increasing retention tmes




, Deep-learning for computatgonal %%%%% pathology %%%%%%%%%%%%%%%%%%

D
Mu]li:ssal.e : Image |  Classif.
feature map Feature map reconstruction  reconstruction  layer
* We developed HaloAE: a local transformer . T — Halonet  Helonel o .
auto-encoder for anomaly detection O | encoder  decoder fm

* Drastically decreases memory and
computation complexity

Mathian VISIGRAPP 2023
« Allows for the first time the application of the

transformer architecture to histopathological
whole slide images

R

N - mpte




Thank you for your attention!

Questions?




» Future developments

Start of the
Scientific IT
project (GCSF)

|
) | 2020

ScientificIT

Move to NC Storage infrastructure

portal launch

Phase 1

Provide all IARC personnel with a

renewal

Opening to externals

m 2024 2025 2026

Phase 2

best-in-class Scientific IT platform to external collaborators
+ Analysis tools adapted to data  + Support open-science vision

+ User-friendly web portal

+ Foundations to allow access to protection needs

external collaborators (legal
administrative, technical)

+ Generalize internal use

Phase 3

Roll out the Scientific IT platform Make IARC a global Open-Data

hub for cancer research

+ |ARC data catalog/portal/ROPA
+ Democratizing access to IARC

+ Develop management tooland resources (participating states,

+ Data Protection Policy, Data Use  financial model

Agreement

LMICs)

+ Attract external collaborations
+ Measurable impact
(publications, citations, funding)

Continuous capacity & performance increase following demand; equipment renewal



Scientific IT Platform MHM Scientific IT
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Scientific IT Platform:
User Specifications Requirement

““HD Scientific IT

Through workshop with scientific, IT and the administration, “Do IT Now” Consultant
evaluated the SIT platform and documented the SIT User Specification Requirement
from both a scientific and an administrative point of view,

The document describe requirements in 6 main areas :

Data Storage,

Data Analysis,

Back-office Management tool,
Financial Model,

Scientific Data Management tool,
Security



Scientific IT Platform:
Storage Renewal Project

““HD Scientific IT

Following "Do IT Now" USR, the storage renewal project started in 2023 by the
evaluation of systems architectures, technologies, and manufacturer. The selected
scenario is the merge of storage for IARC core service and storage for scientific IT.

The publication of a “Request for Proposal” allowed the selection of the best value for
money solution which was ordered in December 2023.

The implementation will take place during the first semester of 2024 providing high
performance storage, enabling advanced, secure and efficient data storage,

Full Flash performance,

Hardware Encryption,

Data replication for efficient and secure backup,

Data Compression and Deduplication,
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